
A Distributed Representation Based Query Expansion Approach 

for Image Captioning

Introduction

In this study, we propose a novel query expansion

approach for improving transfer based automatic 

image captioning. The core idea of our method is to 

translate the given visual query into a distributional 

semantics based form, which is generated by the 

average of the sentence vectors extracted from the 

captions of images visually similar to the input image. 

Using three image captioning benchmark datasets, we 

show that our approach provides more accurate 

results compared to the state-of-the art data-driven 

methods in terms of both automatic metrics and 

subjective evaluation.

Visual Retrieval

• We take the visual query and retrieve the visually 

similar images based on the L2 distance 

• We further employ an inlier selection approach in 

which we select the neighbors adaptively based on the 

minimum distance of the closest neighbor

Results

Here are a few experimental results.
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Image Captioning

The aim of image captioning is to generate natural 

language descriptions for images. 

A woman and a teenager is waiting near a busy 

street with their bicycles.

Method

We follow a simple approach as can be outlined 

follows:

• We first represent images with VGGNet

architecture

• We retrieve visually similar images based on deep 

features

• Apply an adaptive neighborhood selection

• Compute distributed representations for captions

• We follow a query expansion from visual to 

textual domain

• We retrieve similar captions with distributed 

representations of captions

• By re-ranking we return the closest caption to 

describe the query image

Conclusion

In this study, we present a novel query expansion 

approach for image captioning, in which we utilize a 

distributional model of meaning for sentences. Extensive 

experimental results on three well-established benchmark 

datasets have demonstrated that our approach 

outperforms the state-of- the art data-driven approaches.
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A system overview of the proposed query expansion approach for image captioning.

Query Expansion

• Our query expansion model on the distributional models 

of semantics where the meanings of words are 

represented with vectors that characterize the set of 

contexts they occur in a corpus.

• For a query image Iq, we first retrieve visually similar 

images from a large dataset of captioned images

• We swap modalities and construct a new query based 

on the distributed representations of captions. In 

particular, we expand the original visual query with a 

new textual query based on the weighted average of the 

vectors of the retrieved captions as follows:

• Here N and M respectively denote the total number of 

image-caption pairs in the candidate set N and the 

number of reference captions associated with each 

training image, and sim(Iq , Ii ) refers to the visual 

similarity score of the image Ii to the query image Iq

which is used to give more importance to the captions of 

images visually more close to the query image. 
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Contributions

• we take a new perspective to data-driven image 

captioning by proposing a novel query expansion 

step based on compositional distributed

semantics to improve the results

• Our approach uses the weighted average of the 

distributed representations of retrieved captions to 

expand the original query in order to obtain 

captions that are semantically more related to the 

visual content of the input image.


